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Abstract Coastal high-frequency radar (HFR) obser-
vations of surface currents in the German Bight and

hindcasts from a primitive equation numerical model
were examined with respect to tidal and wind-driven
components. The region of interest lies between the

shallow mudflats of the North Frisian islands and the
island of Helgoland 50 km offshore, with water depths
ranging from less than 5 m to approximately 30 m.

HFR observation data cover six months from August
1991 to February 1992. Measurements with a coherent
integration time of 18 minutes were repeated every 30

minutes. Based on signals from two radar sites, zonal
and meridional velocities are available at a horizontal
resolution of 3 km. The numerical model domain covers

the region of interest as well as the surrounding Ger-
man Bight with a horizontal resolution of 1 km and a
vertical resolution of 21 layers in sigma coordinates, of

which only the surface layer was used for the analyses.

The month of September 1991 was chosen for de-
tailed comparisons. A tidal harmonic analysis was ap-

plied to extract the dominant tidal components and
to obtain corresponding tidal ellipses. Complex corre-
lation coefficients between HFR surface currents and

wind were calculated to illustrate the regional impor-
tance of wind forcing. The same analysis has been ap-
plied to the numerically simulated currents.

Good agreement between analysis results based on
HFR and model data can be found especially for mesoscale
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spatial patterns of tidal ellipse orientation and com-
plex correlation between wind and surface current. This

agreement gives credibility to sensitivity analyses car-
ried out with the aim to quantify the contribution of
different forcing mechanisms to regional dynamics. We

demonstrated that the change of the correlation pat-
terns between wind and surface current from the coastal
to open ocean are not only due to density. The effect

of coastal line and topography are quite pronounced as
well. Conclusion is that unlike many other remote sens-
ing data HFR observations resolve these effects. There-

fore they could present an important component for
regional operational oceanography.

Keywords radar · HFR · wind-driven currents · tidal
currents · tidal analysis · complex correlation · coastal
oceanography

1 Introduction

High Frequency (HF) radars are operated in the de-

cameter range of radio frequencies and provide remotely
sensed area covering data sets of surface currents. De-
pending on the operating frequency, the measurements

can reach ranges up to 200 km along the ocean surface,
covering thousands of square kilometers. In contrast to
satellites, which pass a location every couple of days, an

HF radar can monitor an area of interest continuously
at sampling rates down to a few minutes.

Currently, ocean monitoring systems are installed
along selected coastal areas world wide, implementing

an approach which combines measurements and models
by data assimilation. The measurements help the model
by providing more information on boundary conditions,

resulting in model data which are closer to the actual

Manuscript
Click here to download Manuscript: prisma_paper.pdf Click here to view linked References

http://www.editorialmanager.com/odyn/download.aspx?id=16391&guid=a8a7f467-465d-4c24-a3e2-bda6765e639f&scheme=1
http://www.editorialmanager.com/odyn/viewRCResults.aspx?pdf=1&docID=539&rev=0&fileID=16391&msid={C0D1F8E7-7B48-45E4-A72E-BD225B8C5A2A}


 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

2

situation and allowing more accurate predictions. Be-

fore combining measurements and models, investiga-
tions on data quality and model statistics are necessary
to check if the measurement errors are small enough to

support the model, and if major processes found in the
measurements have been well captured by the model.

The area of interest in this study, which is the Ger-
man Bight, is situated in the Southern North Sea (fig-
ure 1) bounded by the Netherlands and Germany to the

south, and Denmark and Germany to the east. This is a
shallow coastal area with a rectangular geometry, lim-
ited by the zonal direction of the coast line towards Hol-

land and the meridional direction towards Denmark. An
extension of the Elbe Estuary towards the north-west
can be seen in the bathymetry. A Kelvin wave follow-

ing the coast changes direction, as well as the residual
currents.

It is well known that the sense of rotation of tidal el-

lipses is principally determined by the relative strength
of Coriolis force, sea-surface pressure gradients and bot-
tom friction. Taylor’s theoretical calculations for a rect-

angular basin suggest positive ellipticity in the German
Bight. However, it is not only the induction of ellipticity
by geometry which can be considerable. Bathymetric

gradients are another source of ellipticity changes. Fur-
thermore, the shallow German Bight is a transition area
where dominating balances change from geostrophy to

friction domination, therefore changes in the rotation
can also be expected.

Most of the fresh water input for the German Bight,
which is due to Elbe and Weser Rivers, is also located
in the south-eastern corner, making dynamics there ex-

tremely complex. It is therefore expected that the influ-
ence of geometry (including topography) and stratifica-
tion (dominated by inputs of freshwater), will control

the local dynamics there. Internal friction could also
play an important role, which has been demonstrated
by Carbajal and Pohlmann (2004) claiming that baro-

clinic effects significantly modify the inclination of tidal
ellipses.

The German Bight has been addressed in numerous
studies dealing with observations and numerical mod-
elling. Two of them, Schirmer et al. (1994) and Carbajal

and Pohlmann (2004), could be considered as precur-
sors of the present paper. The former study estimated
tidal ellipses for different tidal constituents from CO-

DAR measurements carried out in the German Bight
showing clearly that the input of freshwater and, in
general, baroclinic effects favored CW rotation in this

region. The major changes occurred in the neighbour-
hood of the openings of the embayments. According to
Carbajal and Pohlmann (2004) in the German Bight,

stratification produces negative ellipticity almost every-

where. These results are relevant to independent analy-

ses linking the line separating cyclonic and anticyclonic
rotation with the position of the thermal front that di-
vides well-mixed and stratified regions (Czitrom et al.,

1988). According to Soulsby (1983) the boundary be-
tween the CW and AC component of the flow could
be, in some cases, a good indication of thermal fronts.

In the case of the German Bight it is the haline front
which is more important, in particular in the south-
eastern corner, which is the major area of our interest.

The main objective of this paper is to analyse a
data set of surface currents acquired by HF radar in
the German Bight from August 9th 1991 to February

4th 1992 and to compare it to ocean currents given
by a state-of-the-art numerical hydrodynamical model
(GETM, Burchard and Bolding, 2002).

Although it is well known that the processes driving
the circulation in the German Bight are dominated by

tides, wind, and fresh water inflow from the rivers Elbe
and Weser, the regional impact of wind forcing has not
been enough considered. Following the linear Ekman

theory one could expect that surface currents and wind
should well be correlated. However, the problem is not
so trivial because Ekman theory is valid for an infinite

ocean. It is not only the presence of coast which is cru-
cial in our case, but also the change of its orientation.
Additionally, the fresh water flux is located in the cor-

ner of the Bight. One could thus expect that the corre-
lation between wind and surface current will be weaker.
Demonstrating this effect is one of the major tasks of

the present study. The second one is to revisit some
issues addressed by Schirmer et al. (1994) and Carba-
jal and Pohlmann (2004), such as tidal characteristics,

using HFR data and finer resolution numerical model,
with up-to-date physical parameterizations.

The paper is structured as follows. We first address

in section 2 available data from observations and nu-
merical simulations, as well as methods used to anal-
yse them. Preparatory analysis of simulated circulation

patterns in the German Bight is presented in section 3.
Section 4 deals with model data intercomparison, fol-
lowed by a general discussion of results and conclusions.

2 Data sources and analysis methods

2.1 HFR observations

Within a German national research project (“PRISMA”,

BMFT-Projekt 03F0558A1; PRISMA, 1994), the Uni-
versity of Hamburg had installed two HFRs, one on the
mainland coast near to the town of St. Peter-Ording

at 54.34◦ N, 8.59◦ E, and one on the island Helgoland
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at 54.19◦ N, 7.88◦ E, about 50 km offshore in the Ger-

man Bight. The greater region of interest is shown in
figure 1, with bathymetry information as used in the hy-
drodynamical model setup, while figure 2 shows the lo-

cations and the area covered by both HFRs. The work-
ing range of the systems is typical of the operating fre-
quency choosen.

The HFRs used within “PRISMA” were based on
an early CODAR (“Coastal Ocean Dynamics Appli-

cations Radar”) design developed at NOAA (Barrick
et al., 1977) and had been modified at the University
of Hamburg. The systems were operated from August

of 1991 until February of 1992 to measure surface cur-
rent velocities. Both HFRs were operated at 29.85MHz,
measuring the radial component of the surface current

averaged over a layer extending to approximately 0.5m
below the sea surface. These radial components were
combined to give estimates of zonal and meridional

surface velocity together with corresponding observa-
tion error estimates on a horizontal cartesian grid with
3 km resolution. Every 30minutes, data collected over

18minutes of “coherent integration time” (CIT) was
processed to produce one sample in time.

The observation error estimate consists of two ma-
jor components: The error of the radial surface cur-
rent, which includes current variability within the CIT,

and a factor describing the influence due to geome-
try called “Geometric Dilution Of Precision” (GDOP,
Chapman et al., 1997). The GDOP is well known from

the satellite-based “Global Positioning System” (GPS)
and has exactly the same meaning in this context. De-
tails are discussed by Barth et al. (2010). Figure 3

shows the spatial distribution of the GDOP for the HFR
measurement grid. Around the line connecting the two
HFRs, high errors related to geometry can be observed

(GDOP ≥ 5), because the angle between the two ra-
dial components becomes too large. In order to reduce
these high errors and to avoid gaps in the data set,

the radial component from the radar site providing the
smaller error, i.e. in most cases the radial component
closer to a radar, was selected and the current veloc-

ity perpendicular to the radial component was interpo-
lated from the neighbouring grid cells. These measured
and interpolated values were then combined to give the

2-dimensional surface current. A similar approach was
used to compute the observation error estimates.

Figure 4 shows the mean observation error over 6
months calculated from the error of the radial compo-
nents or in case of GDOP ≥ 5 estimated using the in-

terpolation procedure described above. As a result, the
errors around the baseline connecting the two HFR sys-
tem locations are much smaller than the GDOP values

given in figure 3 suggest. Some influence of the geom-
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Fig. 1 The hydrodynamical model domain covers the German
Bight, with open boundaries to the north and west of the North

Sea (broad black lines). Bathymetry as used in the model setup is
shown in meters, color-coded according to the colorbar. The rect-
angular white inset outlines the HFR observation grid domain
as used in the corresponding figures. The island of Helgoland is

located in the south-west corner of this inset, with a relatively
shallow area visible east-north-east of it. The Elbe river outflow
enters the German Bight close to the HFR observation grid from
the south-east. Locations A and B (white circles) indicate exem-

plary grid points as used for time series examples in figure 10.
The two locations were chosen as a compromise between high
coverage over time (see figure 2) and low GDOP (see figure 3),

one north and one south of the baseline connecting the two HFR
systems. ECMWF wind timeseries from location C were used for
complex correlation analysis.

etry on the measurement error can still be seen in the
meridional component.

For purposes of tidal and complex correlation anal-
yses, only those points on the observation grid were
included where the coverage over time of the HFR ob-

servations is at least 50% and the water depth at least
5m (the latter criterion was also applied to model sim-
ulation data).

2.2 Numerical simulations

Numerical simulations were performed using the 3D

primitive equation General Estuarine Transport Model
(GETM, Burchard and Bolding, 2002). The nested-grid
model consists of a coarse-resolution North Sea-Baltic

Sea (3 nautical miles) outer model, and a nested Ger-
man Bight model with a horizontal resolution of about
1 km. Both models have 21 layers in generalized co-

ordinates. The horizontal discretization is done on a
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Fig. 4 HFR observation error estimates: at each grid point, the mean over time for the entire time series (8414 samples for observation
grid points with full coverage over time) is shown separately for the zonal (left panel) and meridional (right panel) component (color-

coded according to the colorbars, identical scales).

10
km

A

B

C

54.2�N

54.4�N

54.6�N

8�E 8.5�E    0

1000

2000

3000

4000

5000

6000

7000

8000

Fig. 2 Temporal coverage of the HFR surface velocity observa-

tions: the number of samples available at each grid point is color-
coded according to the colorbar, the entire dataset (6 months)
comprising 8414 samples in time. The data collected during
September 1991 was extracted for further analyses. Islands in

the north-east and east as well as the mainland coast in the east
are shown in gray, the HFR system locations are indicated by
red-on-black crosses: the western location on the island of Hel-
goland (occluded at this scale) and the eastern location near the

village of St. Peter-Ording. Locations A, B and C are reproduced
from figure 1.
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Fig. 3 The spatial distribution of the observation error due to ge-
ometry. The boxes’ height and width indicate the north and east
components of GDOP, the color scale gives the absolute value.
Locations A and B are reproduced from figure 1.

spherical grid. The bathymetric data for both models

are prepared using the ETOPO-1 topography, together
with observations made available from the German Hy-
drographic Service (Bundesamt fuer Seeschiffahrt und

Hydrographie, BSH; Dick et al., 2001). The bathymetry
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as well as the northern and western open boundaries

used by the hydrodynamic model are shown in figure 1.

The model system is forced by: (1) The meteoro-

logical forcing derived from bulk formulae using six-
hourly reanalysis data, including wind (exemplary wind
speed and vector orientation for 1991/09 is shown in

figure 5), mean sea level pressure, air temperature, hu-
midity and cloud cover on a 0.5◦ by 0.5◦ grid from the
European Centre for Medium-Range Weather Forecasts

(ECMWF); (2) River inflow using climatological data
for the 30 most important rivers within the North Sea-
Baltic Sea model area provided by the Swedish Me-

teorological and Hydographical Institute (SMHI); (3)
Time varying lateral boundary conditions of sea surface
elevations and salinity. The sea surface elevation of the

western and northern open boundaries of the German
Bight set-up is taken from the North Sea-Baltic Sea
model output with five minutes time interval. The tidal

forcing at the open boundaries of the North Sea-Baltic
Sea model towards the Norwegian Sea and the English
Channel was constructed from 13 partial tides from the

TOPEX-POSEIDON data set. Temperature and salin-
ity at those open boundaries are interpolated at each
time step using the monthly mean climatological data

of Janssen et al. (1999). The setup has been described
in more detail by Staneva et al. (2009).

For comparisons with HFR observation data and
derived analyses, numerical model output was interpo-
lated bilinearly from the surface layer of the 1 km hor-

izontal grid to the HFR observation grid. For purposes
of tidal and complex correlation analyses, only those
points on the observation grid were included where the

water depth is at least 5m.

To examine the influence of the patterns of availabil-
ity of observations, i.e., the missing-value mask in time
and space, “synthetic observations” were initially also

generated: after bilinear interpolation of the model cur-
rents to the HFR observation grid, time and location of
missing values from the HFR observations were identi-

fied and their corresponding model data were discarded.
Since the differences in results of the tidal and com-
plex correlation analyses were negligible for the area

and tidal constituents discussed here, results based on
synthetic observations are not shown separately.

2.3 Tidal analysis

Classical tidal harmonic analysis was performed using

t tide (Pawlowicz et al., 2002), version 1.02 (with mi-
nor changes to enable execution under GNU Octave
instead of MATLAB). The code was also extended to

implement weighted least squares (WLS) in addition to

ordinary least squares (OLS) fitting, in order to option-

ally take into account HFR observation error estimates.
For an exemplary grid point (location A, see figure 2),
tidal constituent amplitudes with 95% confidence in-

tervals based on numerical simulations as well as HFR
observations are shown in figure 6.

For any type of tidal harmonic analysis a finite set of

tidal constituents must be chosen. Constituents which
are unlikely to be resolved for the given length of the
time series may be discarded beforehand. A further pos-

siblity implemented in t tide is to refine the set based on
each constituent’s signal-to-noise-ratio (SNR). In this
context, SNR refers to the ratio between estimated con-

stituent amplitude and corresponding estimated ampli-
tude error, which is determined in a “first-pass” anal-
ysis via bootstrapping (see Pawlowicz et al., 2002, for
details). The final synthesised tidal current prediction

output would then be calculated by a “second pass”
based on the refined set of constituents. Since the tidal
analysis is carried out independently for each grid point,

it would be straightforward to choose a new set of con-
stituents for each grid point.

Nonetheless, for this specific observation dataset (whose

“quality” is highly variable on the grid), we think it is
more appropriate to choose a fixed set of constituents to
be used for the entire grid in order to avoid confound-

ing changes in the quality of observations with changes
in the tidal processes. The selection of constituents to
be included was based on an examination of their ma-

jor axis amplitudes and SNR on the entire grid as well
as at a grid point (54.3◦ N, 8.1◦ E) of high observation
coverage over time and low expected GDOP. The final

set of constituents used for the tidal analyses comprises
diurnal (O1, K1), semi-diurnal (N2, M2, S2) and higher
frequency components (M4, MS4, M6, 2MS6).

Robust fitting for tidal harmonic analysis using an
“iteratively reweighted least squares” (IRLS) algorithm
is provided by r t tide (Leffler and Jay, 2009), which

is based on and extends the capabilities of t tide. Us-
ing a Cauchy weighting function and standard tuning
constant, the differences in estimates of M2 semi-major

axis between the OLS/WLS and IRLS algorithms were
on the order of 0.01ms−1. Since for our specific appli-
cation, this difference does not justify the application

of IRLS, results are discussed only for the OLS/WLS
algorithms.

Initial output of tidal analysis results for the time

series of two-dimensional vector surface currents is in
terms of ellipse parameters, from which corresponding
tidal ellipses for each constituent may subsequently be

plotted on the observation or model grid.
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2.4 Wind

To examine the correlation between surface currents
and the wind, the complex correlation coefficient ρ (Kundu,

1976) between the time series of two-dimensional sur-
face currents at each grid point of the HFR observa-
tion grid and a corresponding time series of the two-

dimensional wind field was calculated. Two wind time
series were initially examined: one based on local mea-
surements at the eastern HFR system location (St. Peter-

Ording) and one extracted from the ECMWF data at
the grid point closest to the centre of the HFR ob-
servation grid (54.5◦ N, 8.0◦ E, , point C in figure 1).

In each case, the wind speed U10/V10 at 10m height
was considered. The differences between these two data
sources during the period which was further examined
(1991/09) did not result in appreciable changes in anal-

ysis results. Since the ECMWF data is available contin-
uously, while the local measurements are only available
for the HFR observation period (1991/08–1992/02), here

we only present results based on ECMWF data to fa-
cilitate comparisons with future studies. The ECMWF
wind speed and wind vector direction for the aforemen-

tioned grid point for 1991/09 is shown in figure 5.
For the surface currents and wind time series, each

two-dimensional horizontal vector with zonal compo-

nent u and meridional component v was converted to a
complex vector w:

w(t) = u+ iv(t). (1)

From each surface current vector w1 and the com-
mon wind vector w2, ρ was calculated as

ρ =
〈w∗

1w2〉
〈w∗

1w1〉
1
2 〈w∗

2w2〉
1
2

, (2)

where a superscript star (∗) denotes the complex con-
jugate and 〈·〉 the arithmetic average over time. This
definition is adopted from (Kundu, 1976).

The calculation of ρ was carried out for total cur-
rents, “tidal” currents predicted by a synthesis of anal-
ysed tidal constituents and non-tidal “residual” cur-

rents obtained by subtracting tidal from total currents.
Kundu (1976) used his formulation of the complex

correlation coefficient to illustrate the systematic devia-

tion to the left (cyclonic in the northern hemisphere) of
currents in the bottom layer compared to the direction
of geostrophic velocities. It is noteworthy in the con-

text of the following analyses that he first filtered the
data to eliminate effects of tidal oscillations. He demon-
strated that the capabilities of classical approaches to

evaluate the veering suffer from strongly varying an-
gles (weak currents events increase the uncertainty in
veering angle). In equation (2), the denominator nor-

malises corresponding correlations by the dispersions

of the velocities. The magnitude |ρ| is informative for

the strength of correlation while the phase angle arg(ρ)
illustrates the veering angle, which “is meaningful only
if the magnitude of the correlation is high” (Kundu,

1976).

3 German Bight circulation

The circulation of the German Bight has been addressed

in numerous studies with a major focus on numerical
modelling of tides (Flather, 1976; Maier-Reimer, 1977;
Backhaus, 1980; Davies and Furnes, 1980). Numerical

simulations of Carbajal and Pohlmann (2004) had ap-
proached the state of the art with high enough resolu-
tion modelling (1.5min in the north-south and 2.5min

in the east-west direction) and realistic forcing needed
to adequately address similarity between observations
and simulations. Recently, operational forecasting per-

formed at the German Hydrographic Service (BSH) has
reached high maturity of the fine resolution products
(http://www.bsh.de/aktdat/modell/stroemungen/Modell1.

htm). Furthermore, the work of Staneva et al. (2009)
enabled a framework for addressing here the agreement
between numerical simulations and HFR observations.

From the earlier studies and present numerical sim-
ulations it follows that the wind supports a residual

circulation in the direction of propagation of the tidal
wave (from west to east along the southern boundary
and from south to north along the coasts of Germany

and Denmark). Simulations carried out with the nu-
merical model described in section 2.2 demonstrated
that the tidal signal associated with the amphidromy at

55.5◦ N, 5.5◦ E travels along the coast of the area shown
in figure 1 in about three to four hours. Tidal range is
from 2.5m (easternmost and northernmost coastal lo-

cations) to about 3.5m (the Elbe river mouth), which
allows the coastal area to be classified as exposed to
upper mesotidal conditions.

Figure 7 shows time-averaged surface current, verti-

cally averaged current and vertically integrated trans-
port (vertically averaged current times local depth) for
the German Bight during September 1991. This presen-

tation of circulation is needed in order to illustrate the
field which we further analyse, that is the surface cur-
rent (figure 7a), and to give an idea about consistency

between surface and vertical mean current or transport.
Obviously the three patterns reveal different character-
istics of the circulation. It is noteworthy that the surface

current has a pronounced maximum along the south-
ern coast and shows a convergence from west to east.
Absolute maxima are located in the regions of straits

connecting intertidal basins with the open ocean.
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Vertically averaged current (figure 7b) is qualita-

tively similar to the surface current. However, along
the western model boundary the meridional component
is much stronger. The dominating zonal transport in

the surface current in the interior of the model area
is substituted by a northward transport in the pattern
of vertically averaged current. In both plots the region

around the island of Helgoland shows a pronounced re-
gional pattern.

The Eulerian time-mean vertically integrated circu-
lation circulation in most of the German Bight area is
cyclonic, which is mainly due to the dominant eastward

wind forcing, i.e., a circulation in the direction of prop-
agation of the tidal wave (from west to east along the
southern boundary and from south to north along the

coasts of Germany and Denmark). A local minimum
of the circulation occurs in the coastal East and North
Frisian Wadden Sea.

The vertically integrated transport displays to a larger
extent the characteristics of the German Bight topogra-

phy, which is dominated by the underwater extension
of the Elbe Estuary. The northern bank of this estu-
ary reduces substantially the penetration of open ocean

waters into the shallow coastal zone, and consequently
the direction of incoming flow turns abruptly to north-
northwest.

The question of the role of density for the circulation

in the German Bight has been addressed by Carbajal
and Pohlmann (2004); however their work focused pri-
marily on the modification of characteristics of tidal
ellipses. We assume that further attention has to be

paid to this question, in particular because the region
is a typical representative of ROFI. It is still not quite
clear what the joint role of wind and density for the

regional circulation is. Therefore, along with our main
numerical simulation (for brevity ”realistic” run), we
also performed a simulation with constant temperature

and salinity (for brevity ”constant density” run). By ex-
amining the difference between these two experiments
we want to illustrate the motivation for the analyses

provided in the remainder of the paper.

We discuss below the correlation between surface
current and wind. Two analyses are presented: (1) anal-
ysis on the correlation between total current velocity

and wind, and (2) analysis of the correlation between
non-tidal residual velocity and wind. It appeared that
the large variability due to tidal currents make the cor-

relation too weak.

Unlike the theoretical case of Ekman currents, which

is applied to an infinitely deep ocean, our model area is
a mix of very shallow coastal areas, where the surface
current is supposed to follow wind direction and depths

bigger than the Ekman depth. The preliminary expec-

Fig. 7 Eulerian time-mean of currents simulated by the German
Bight model for September 1991: a) surface currents (ms−1), b)
vertical mean of currents (ms−1) and c) vertically integrated cur-
rents (m2s−1), color-coded according to the colorbars. The arrow

below each plot corresponds to current or vertically integrated
current in ms−1 or m2s−1, correspondingly.
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tation is that the correlation between wind and surface

currents will replicate topography changes, however the
effects of density are not trivial and difficult to specify
in advance.

Analysis of the realistic and constant density runs
is presented below first by the complex correlation be-

tween the difference of surface velocities in the two ex-
periments and wind (figure 8a). The result is not triv-
ial. It appears that the effect of density results in an

increase in the magnitude of complex correlation in an
area around the island of Helgoland and extending to
the northern model boundary, while changes are mini-

mal in the shallow coastal areas and in the south-west
of the domain. As demonstrated by additional analy-
ses of individual velocity components (data not shown)

this result is mostly due to meridional velocity.

Subtracting the tidal prediction, the non-tidal resid-
ual surface currents show a high correlation with wind

(figure 8b and 8c). It is noteworthy that low magnitude
of complex correlation in front of river mouths in the ex-
periment with constant density has nothing to do with

the river runoff. Obviously, these mesoscale features are
a result of complex coastal line and bathymetry, which
acts almost in the same way in the two experiments.

This could be used as a demonstration that even in
this very simple case (constant density) impact of wind
on the circulation is not trivial.

The role of baroclinicity is well illustrated in the
difference between figure 8b and c. Overall, in the pres-

ence of density stratification the correlation decreases,
which is actually more pronounced in the zonal than in
the meridional component (data not shown). The role

of density changes when we analyse non-tidal residual
currents compared to the case when we include tidal
oscillations in the correlation analysis. This is consis-

tent with the approach taken by Kundu (1976), who
removed tidal oscillations from his analysis. The gen-
eral trend for non-tidal residual currents is a decrease

of their correlation with wind in the realistic run com-
pared to the constant density run, while the trend de-
rived from the analysis of the total currents is not so

simple. This gives an indication that in the presence
of tides the instantaneous velocity field could show a
rather complicated response to wind forcing.

The explanation of the difference between plots from
the two experiments in figure 8b and c is facilitated, if

we analyse the differential Eulerian time-mean veloc-
ity (figure 9). Overall, the increase of mean velocity
in the central part of the model area due to density is

comparable to the Eulerian time-mean residual velocity
(see figure 7). Furthermore, change in the direction of
currents from the realistic experiment to the one with

constant density is such that density tends to deflect

current velocity in the interior of the model area to the

right. On the contrary, in the coastal zone opposite de-
flection is observed.

The spatial variability of correlation between sur-

face current and wind is indicative for the work done by
wind. From the numerical simulations it is obvious that
this measure of mechanical forcing is quite complex. It

is highly dependent on density, with corresponding pat-
terns changing dramatically over short distances. Most
of these changes occur in the coastal zone covered by

HFR observations presented in section 2.1. This gives
us the motivation to further investigate the consistency
between observations and numerical simulations focus-

ing on regional patterns.

4 Model-data comparison

4.1 Time series

To illustrate the typical characteristics of zonal and
meridional surface velocity data from HFR observations
in direct comparison with model simulations, several

24 h time series examples are shown in figure 10. Ve-
locity components from two locations at two days (one
relatively calm, the other one relatively stormy) are dis-

played. Oscillations of zonal velocity are larger than the
ones of meridional velocity giving an initial expectation
for the zonal elongation of tidal ellipses in the examined

area. Obviously, zonal velocity identifies a clear domi-
nance of M2 signal, which persists both during calm and
stormy weather. The temporal variability of meridional

component is much less regular, and in contrast to the
zonal component is dominated by higher than M2 fre-
quencies.

The low signal level in the meridional velocities ex-
plains the relatively large differences between observa-
tions and simulations, particularly under stormy weather.

The comparison between observations demonstrates that
the temporal variability during calm and stormy weather
is quite different, which is explained by the large mag-

nitude of the meridional wind component (figure 5).
However, the zonal wind velocity is even larger, but
it does not substantially affect the tidally dominated

zonal current.
The comparison also demonstrates that in location

A almost the same characteristics of tidal variability

dominate the periods of calm and stormy weather. In
contrast, the shapes of the simulated curves in location
B during the two analysis periods are quite different.

The same applies to the observation data, however in
a different way. Obviously, any analysis of tidal ellipses
will be strongly dependent upon irregular oscillations

in the meridional velocity.
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Fig. 8 Magnitude of complex correlation |ρ| of different numerical simulation surface velocities with wind. From left to right, the

numerical simulation data is: a) the difference between total surface velocity in the realistic and constant density runs, b) the non-tidal
residual surface velocity in the realistic run and c) the non-tidal residual surface velocity in the constant density run.

Fig. 9 Difference between Eulerian time-mean velocity magnitude and direction in two experiments (realistic run minus constant
density run), magnitude in ms−1 and direction in degrees color-coded according to the colorbars.

The above result supports the speculation that the

local dynamics are quite complex and selectively sensi-
tive to wind, which gives the major motivation to anal-
yse the local diversity of the sensitivity of circulation

to wind forcing.

As a measure of average mismatch over time, the
root mean square (RMS) deviation between numerical

simulations and HFR observations is shown in figure 11
for the month of 1991/09. Areas of high deviations in
the order of 0.2ms−1 to 0.3ms−1 are visible near the

coast at the eastern as well as south-eastern edge of the
observation grid. It is noteworthy that along the line
connecting the two radars meridional velocity shows rel-

atively bad agreement (see also Barth et al., 2010). The
relatively low values of the RMS deviation (substan-
tially lower than the amplitude of oscillations at least

in the zonal direction) support the following analyses.

4.2 M2 tidal ellipsess

Although preliminary studies had prompted the ad-
ditional implementation of WLS (taking into account

HFR observation error estimates) in the tidal analy-
sis routines, the differences to the OLS analyses were
negligible for the area and dominant constituents dis-

cussed here. Results are therefore shown only for the
OLS analyses.

Tidal ellipses for the M2 constituent calculated from

observation and model data for the month of Septem-
ber, 1991, are compared in figure 12. Semi-major axis
values are on the same order of magnitude for both

data sources, with the HFR observations generally of-
fering slightly higher values. From north to south, el-
lipses degenerate to an almost exclusively zonal move-

ment, more prominent in the HFR observations due to
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Fig. 10 Time series examples of the zonal and meridional components of the surface velocity (m/s) for HFR observations (red
triangles) and model simulations (blue circles). From top to bottom, the panels show: meridional velocity at location A, meridional

velocity at location B, zonal velocity at location A and zonal velocity at location B (see figure 2 for location identification). The left
panels show timeseries examples for 1991/09/03, a (relatively) calm day, the right panels for 1991/09/24, a stormy day (see figure 5
for wind data at these times).

a much stronger meridional component in the north-

ern half of the region of interest. Here, eccentricity is
also systematically lower for the HFR observations, in
many areas combined with a shift in orientation away

from the zonal towards the meridional axis when com-
pared to the model data. In the south-eastern corner of
the region (towards the region of freshwater influence

of the Elbe), a shift towards a north-west / south-east

orientation is visible in both data sources, but more pro-
nounced in the model output. Here, a region of clock-
wise rotation is also present in both data sources, al-

though with a clearly larger extent in the model data. A
smaller region of clockwise rotation north-east of Hel-
goland is visible only in the model data. Changes of el-
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Fig. 11 RMS deviation between numerical simulations and HFR observations for the month of 1991/09, shown separately for the
zonal and meridional velocity components, color-coded according to the colorbar.

lipse parameters appear smooth on this spatial scale for
both data sources, with slightly more abrupt changes

present in the HFR observations north-east of Helgoland
as well as west of St. Peter-Ording.

4.3 Wind

The magnitude of complex correlation |ρ| of surface
currents with ECMWF wind data for the month of

September, 1991, is shown in figure 13, separately for
total and non-tidal residual currents based on HFR ob-
servations as well as full model output (also interpo-

lated to the observation grid for comparison). For the
model data the prominent structure is a meridional gra-
dient clearly visible in non-tidal residual currents and

less so in total currents. For the HFR observations, al-
though a similar gradient seems present, it is overlaid
by decreasing correlation magnitude at all edges of the

observation grid as well as near the HFR system loca-
tions. It is plausible that the former could be attributed
to data availability and quality (see figs. 2 and 4), the

latter to GDOP (see figure 3).

As should be expected, calculating |ρ| based on the

synthesised tidal current prediction results in consis-
tently lower values for all data sources (data not shown).
The calculation of ρ for HFR total currents versus wind

was also carried out for ECMWF data at one grid point
further south (54.0◦ N, 8.0◦ E instead of 54.5◦ N, 8.0◦ E),
but did not result in appreciable differences in patterns

of magnitude or phase angle (data not shown).
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Fig. 13 Magnitude of complex correlation |ρ|: total currents (left
column) and non-tidal residual currents (right column) for HFR

observation data (top row) and model simulations (bottom row).
All correlations were calculated versus ECMWF wind data. Only
data for the month of September, 1991, was analysed, leading
to a maximum possible number of samples per grid point of 120

(6-hourly wind data).

For the non-tidal residual currents, the calculation

of |ρ| was repeated for four subsets of the time series,
selected based on the wind direction. The four subsets
of corresponding wind vectors are shown in figure 14,

while the resulting maps of |ρ| based on model simu-
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Fig. 12 Dominant tidal ellipses (M2 frequency) derived from HFR observations (left panel) and model simulations (right panel). The
sense of rotation of the ellipses is color-coded, blue representing counterclockwise (positive ellipticity) and red clockwise (negative

ellipticity) rotation. Analysis based on one month of data (1991/09) at intervals of 30 minutes (1440 samples in time for observation
grid points with full coverage over time).

lations as well as HFR observations are shown in fig-
ure 15.

The highest similarity to the corresponding map in

figure 13 can be found in the subset of eastward wind,
paired by high magnitudes of the corresponding wind
vectors as seen in figure 14. Higher values of |ρ| for the
subset of northward wind visible in the model simula-
tion data are not visible in the HFR observation data.
The prominent contrast between higher values north of

the baseline connecting the two HFR systems and lower
values south and south-east is visible in almost all sub-
sets. A notable exception is the subset of southward

wind of the HFR observations, where high values are
also visible south of the baseline. The very small sam-
ple sizes of these subsets (eastward: 57, northward: 18,

westward: 19, southward: 26 samples) is clearly a limit-
ing factor for the significance of this approach with this
data.

5 Discussion

When examining HFR surface current observations, the

highly non-random patterns in time and space of a)
missing values as well as b) the magnitude of observa-
tion error estimates pose challenges for different types

of subsequent analyses. For example, missing data may
often be caused by radio frequency interference. For
a nearby site (70 km further north) and similar oper-

ating frequencies (25MHz and 30MHz), Essen et al.
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Fig. 14 Wind vectors (ECMWF) for 1991/09, split into four bins
based on direction: eastward (red), northward (blue), westward
(green) and southward (black).

(1983) reported a recurring reduction in HFR range by
up to a factor of two. This reduction follows the daily

cycle of the ionosphere, which causes problems to the
anaysis of other daily variations, e.g. in the wind field.
HFR observation error estimates include measurement

errors and variability within the coherent integration
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Fig. 15 Magnitude of complex correlation |ρ| split based on wind direction: based on non-tidal residual currents from model simulations
(top row) and HFR observations (bottom row), all samples in time separated into four bins according to the wind direction (see

figure 14). All correlations were calculated versus ECMWF wind data. Only data for the month of September, 1991, was analysed.

time, as well as a fixed GDOP based on the radar in-
stallation geometry. Due to GDOP, the expected dom-
inant spatial pattern in a setup with two HFR system

locations is relatively simple, with a rough approxima-
tion of one symmetry axis along the baseline and an-
other along a line perpendicular to it and intersecting

in the middle between the two HFR systems. Addi-
tionally, the error in the surface current measurement
increases with range, because of a decreasing Signal-to-

Noise-Ratio (SNR). These idealized patterns are visible
in the data examined here, but clearly overlaid with
patterns which depend on factors other than the geo-

metric setup on an idealized horizontal plane. The in-
teraction between these factors cannot easily be pre-
dicted and therefore comparisons with results from a

numerical model are very instructive.

The phase lag between numerical simulations and
observations has been demonstrated previously. In a re-

cent study, (Barth et al., 2010) showed that optimizing
the tidal boundary values via non-sequential assimila-
tion of HFR observations may alleviate this problem to

a substantial degree. Higher short-term variance in the
HFR observations as well as regular occurence of higher
absolute velocities remain an issue for analyses as well

as assimilation purposes.

For the tidal analysis of current observations like
the HFR data presented here (sampling interval and
record length versus noise level, etc.), neither the WLS

nor the IRLS approach resulted in large changes in esti-
mated parameters compared to OLS. Note that a) only
the dominant tidal constituent was examined in detail

and that b) possible improvements in parameter esti-
mation uncertainty were also not part of the compari-
son between HFR observations and model simulations.

An interesting question for further study is the possi-
ble degree of similarity between the HFR observation
error estimates (as “fixed weights”) and the weights de-

termined via IRLS, and whether the observation error
estimates might be used as first guess weights within
an IRLS analysis.

In the region of HFR observations, good agreement
is illustrated between amplitudes of major tidal con-
stituents derived from numerical model and observa-

tions. Furthermore, a qualitative agreement can also be
found between M2 tidal ellipses based on model sim-
ulations and HFR observations, with an overall trend

of the ellipses degenerating going from north to south.
The differences between HFR observations and model
simulations seem to be of a similar magnitude as found

in other studies in the German Bight (for example Car-
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bajal and Pohlmann, 2004, based on CODAR observa-

tions south of Helgoland). The baseline connecting the
two HFRs lies close to a stretch of shallow water known
as “Steingrund” (between the island of Helgoland and

the mainland coast east of it), which may play a role in
separating these distinct subregions. In the model sim-
ulations, a region of negative ellipticity in the direction

of the Elbe estuary extends almost northward up to Ste-
ingrund and is even more pronounced than in the HFR
observations. Possible signals from freshwater influence

from the Elbe estuary are difficult to ascertain in these
observations (let alone compare with nearby estuaries
like Weser or Ems) due to the limited extension of the

observation grid. This influence may be examined in
future studies of data from ongoing HFR installations,
again in comparison with model scenarios. To eluci-

date possible causes for the model simulations’ phase
lag (for example inadequate parameterization of bot-
tom friction), independent simultaneous observations of
the vertical velocity profiles in addition to HFR surface

current observations are highly desirable. One possi-
bility would be a simultaneous ADCP deployment (an
approach followed by Davies et al., 2001, among oth-

ers).

The complex correlation with a wind vector time se-
ries shows a pattern somewhat similar to the degenerat-

ing M2 tidal ellipses, with the magnitude of correlation
decreasing in the south-east direction towards the Elbe
estuary. This overall pattern can generally be found in

both model simulations as well as HFR observations.
Even when comparing only grid points where the obser-
vation coverage over time is at least 50%, effects of the

GDOP as well as decreasing coverage towards the edge
and baseline are likely and hinder a clear interpretation.
Even under a dominant tidal forcing, as can be found in

the German Bight, wind effects may be substantial, in
particular if longer time scales are concerned. Intraan-
nual variability is highly probable and demands further

examination based on timeseries of appropriate length,
either from historical datasets or ongoing installations.

6 Conclusions

HFR surface current observations in the German Bight
from 1991 and numerical model hindcasts from a model

setup used in current pre-operational applications were
compared. Overall consistency was found in terms of
zonal and meridional components of velocity timeseries,

ellipse parameters of the dominant M2 tidal constituent
as well as mesoscale spatial patterns of the magnitude
of complex correlation with wind. This correlation how-

ever is quite different for different wind directions giving

a proof that the corner of German Bight exhibits a com-

plex dynamics where especially the meridional velocity
component is difficult to simulate accurately (see also
Barth et al., 2010).

The agreement between observations and numerical

simulations gives credibility to sensitivity analyses car-
ried out with the aim to quantify the contribution of
different forcing mechanisms to regional dynamics. We

demonstrated that the change of the correlation pat-
terns between wind and surface current from the coastal
to open ocean are not only due to density. The effect

of coastal line and topography are quite pronounced as
well.

There are not many observational platforms in the

coastal ocean with a good spatial and temporal dis-
cretisation and good accuracy. In a parallel research,
as well as in Barth et al. (2010) and Schulz-Stellenfleth

and Stanev (2010) it is demonstrated that HFR sur-
face current observations could substantially improve
estimates on physical state and consequently increase

the predictive capabilities of numerical models. In this
way they could provide an important component for
regional operational oceanography.
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